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Supported storage types

Your service provider can configure Virtuozzo Hybrid Infrastructure to keep your data in three

storage types:

» S3 object storage for storing an unlimited number of objects (files).
 iSCSI block storage for virtualization, databases, and other needs.

* NFS shares for storing an unlimited number of files via a distributed filesystem.

The following sections describe the ways to access data in Virtuozzo Hybrid Infrastructure in detail.
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Accessing S3 buckets

To access S3 buckets, get the following information (credentials) from your system administrator:

e User panel IP address
» DNS name of the S3 endpoint
» Access key ID

e Secret access key
Virtuozzo Hybrid Infrastructure allows you to access your S3 data in several ways:

 Via the Virtuozzo Hybrid Infrastructure user panel
 Via a third-party S3 application like Cyberduck, Mountain Duck, etc.

Managing buckets via the Virtuozzo Hybrid
Infrastructure user panel

This section describes how to manage buckets and their contents from the Virtuozzo Hybrid
Infrastructure user panel.

Logging in to the user panel
To log in to the Virtuozzo Hybrid Infrastructure user panel, do the following:

1. On any computer with access to the web interface, in a web browser visit http://<user_panel_IP_
address>:8888/s3/.

Note
If you use a self-signed certificate, add it to the browser’s exceptions.

Log in
ENDPOINT
s3.example.com
+ Use secure transfer (S5SL)
ACCESS KEY ID

d9fde6a530879f59HESU

SECRET ACCESS KEY

LOG IN

2. Onthe login screen, enter your credentials, and then click Log in.

If logging in to the user panel fails, this can be caused by one of the following reasons:



e Error: "Network failure. Check your S3 endpoint or access protocol (HTTP/HTTPS)."
° The clientis trying to access a bucket over HTTP. This does not work in most browsers, as parts
of the web interface are served over HTTPS and mixed HTTP/HTTPS connections are forbidden.
To solve the problem, access the service over HTTPS.

° The client cannot resolve the DNS name associated with the service. In this case, add the
mapping in your DNS. Alternatively, you can solve the problem by adding static mappings to
the hosts file (/etc/hosts on Linux or %windir%\System32\drivers\etc\hosts on Windows); note
that this needs to be done on all clients.

° The service is using a self-signed or invalid SSL certificate. In this case, use a valid SSL certificate
recognized by a certificate authority. Alternatively, you can temporarily solve the problem by
pointing the browser to the service URL (for example, https://s3.example.com) and manually
accepting the certificate; note that this only works on the client where the certificate has been
manually accepted.

« Error: "Bad signature. Check your key and signing method."

° The client or server time or timezone are incorrect.

° The user credentials are incorrect.

°© The S3 user is disabled.

Once you log in to the web interface, you will see the Buckets screen with the list of your buckets.
From here, you can manage buckets, as well as folders and files stored inside the buckets.

To log out, click the user icon in the upper right corner of any screen, and then click Log out.

Adding, deleting, and listing S3 buckets
On the Buckets screen:

» To add a new bucket, click Add bucket, specify a name, and click Add.

X Add bucket

Bucket name

bucketl

| Add I ‘ Cance I

Use bucket names that comply with DNS naming conventions. For more information on bucket
naming, refer to "S3 bucket and key naming policies" (p. 10).
» To delete a bucket, select it, and then click Delete.

* To list the bucket contents, click the bucket name on the list.



Listing S3 bucket contents in a browser

You can list bucket contents with a web browser. To do this, visit the URL that consists of the
external DNS name for the S3 endpoint that you specified when creating the S3 cluster and the
bucket name. For example, s3.example.com/mybucket.

Note
You can also copy the link to bucket contents by right-clicking it in CyberDuck, and then selecting

Copy URL.

Creating, deleting, and listing folders
On the bucket contents screen:

» To create a folder, click New folder, specify the folder name in the New folder window, and then
click Add.

»  New folder

Folder name

folder1

| Add || Cancel |

* To delete a folder, select it, and then click Delete.

* To list the folder contents, click the folder name.

Uploading and downloading files
On the bucket or folder contents screen:

» To upload files to S3, click Upload, and then choose files to upload.

Buckets - bucket1 ®
Toe  REmE Size Last modified (3 wew folde
B e 53MB Dec 07
I folderi/ 2 Upload file

Uploading file 1 of 1

file2.test 103.8 MB

* To download files, select them, and then click Download.



Accessing S3 storage with CyberDuck

To access Virtuozzo Hybrid Infrastructure with CyberDuck, do the following:

1. In CyberDuck, click Open Connection.

2. Specify your credentials:

e The DNS name of the S3 endpoint.
» The Access Key ID and the Password, the secret access key of an object storage user.

Open Connecticn

(=]

2 Amazon 53

Serven
URL:
Access Key 1Dt

Password:

55H Private Key:

V Mere Options

-

s3.dns.name.com Port: 44312

https://a23859c7 af2951f1 HEYF@s3.dns.name.com

a23859c7af2951f1HEYF
SRR EB SRR RRRRRRRERRRRRRRRRRRRRAES
[T Anonyrmous Login

MNone

Save Password

By default, the connection is established over HTTPS. To use CyberDuck over HTTP, you must

install a special S3 profile.

3. Once the connection is established, click File > New Folder to create a bucket.

& Create new folder

22

Enter the name for the new folder

bucketl

Create l I Cancel

4. Specify a name for the new bucket, and then click Create. Use bucket names that comply with
DNS naming conventions. For more information on bucket naming, refer to "S3 bucket and key

naming policies" (p. 10).

The new bucket will appear in CyberDuck. You can manage it and its contents.

Managing S3 bucket versions

Versioning is a way of keeping multiple variants of an object in the same bucket. You can use
versioning to preserve, retrieve, and restore every version of every object stored in your S3 bucket.
With versioning, you can easily recover from both unintended user actions and application failures.
For more information about bucket versioning, refer to the Amazon documentation.


https://trac.cyberduck.io/wiki/help/en/howto/s3
http://docs.aws.amazon.com/AmazonS3/latest/dev/Versioning.html

Bucket versioning is turned off by default. In CyberDuck, you can enable it in bucket properties. For

example:

Info - folderl i

O 2 ’ B B

General Permissions  Metadata Distrib.ution.(CDN] 53

Location US East (Morthern Virginia)

Storage Class | Regular Amazon 53 Storage -

Encryption Unknown

Transfer
Legging [T Bucket Access Logging

Write access logs to selected container.

’None bd
Analytics

None

Open the URL to setup log analytics with Qloudstat.

Versioning Bucket Versioning
You can view all revisions of a file in the browser by choosing View —
Show Hidden Files.

[ Multi-Factor Authentication (MFA) Delete

Lifecycle || Transition to Glacier

’af‘terl Days v]
I [7] Delete files
’af‘terl Days v]

Mounting S3 storage with Mountain Duck

Mountain Duck enables you to mount and access Virtuozzo Hybrid Infrastructure S3 storage as a
regular disk drive. Do the following:

1. If your service provider has provided you with an SSL certificate, install it.

2. In Mountain Duck, click New Bookmark.

New Bookmark %

Sort By 3
4) History 3

About

Help

Quit

3. Inthe properties window, select Amazon S3 profile from the first drop-down list and specify the
following parameters:
» Disk drive name in the Nickname field

e Endpoint DNS name in the Server field



» Access key ID in the Username field

1 Amazon 53 b

Click Connect.

Mickname: 53 Storage

URL: https://eSafdeeb012d44d3RRFD@s3.dns.name.com

Server:  s3.dns.name.com Port: 443 :

Username: eSafdeeb012d44d3RRFD

[C] Anonymous Login
SSH Private Key: MNone

Client Certificate: |Mone e
Path:

Encoding: UTF-8
Notes:
Timezone: UTC

Drive Letter: |Auto “
Mount Options: [_| Read Only

[ Connect |[ Delete

4. Inthe login window, specify Secret Access Key and click Login.

F\ Login s3.dns.name.com

. Login s3.dns.name.com with username and password, Mo login
credentials could be found in the Keychain.

Access Key ID:  eSafdeeb01244443RRFD
Secret ACCESS KEY: SRR ER NN NN RON BN RNBRRRES

[[] Ananymous Login

55H Private Key: [None v| [ Choose... |

[[] save Passward [ Login |[ Cancel |

Mountain Duck will mount the S3 storage as a disk drive. On the disk, you can manage buckets and
store files in them.

Creating S3 buckets on Mounted S3 Storage

Windows and macOS, operating systems supported by Mountain Duck, treat buckets as folders in
case the S3 storage is mounted as a disk drive. In both operating systems, the default folder name
contains spaces. This violates bucket naming conventions (refer to "S3 bucket and key naming

policies" (p. 10)), therefore you cannot create a new bucket directly on the mounted S3 storage. To



create a bucket on a mounted S3 storage, create a folder with a name complying with DNS naming
conventions elsewhere and copy it to the root of the mounted S3 storage.

S3 bucket and key naming policies

It is recommended to use bucket names that comply with DNS naming conventions:

* Must be from 3 to 63 characters long
e (Can contain only lowercase letters, numbers, hyphens (-), and periods (.)
* Must start and end with a letter or number

« Can be a series of valid name parts separated by periods

An object key can be a string of any UTF-8 encoded characters, up to 1024 bytes long.



Accessing iSCSI targets

This section describes ways to attach iSCSI targets to operating systems and third-party
virtualization solutions that support the explicit ALUA mode.

Accessing iSCSI targets from VMware ESXi

Before using Virtuozzo Hybrid Infrastructure volumes with VMware ESXi, you need to configure it to
properly work with ALUA Active/Passive storage arrays. It is recommended to switch to the VMW_PSP_
RR path selection policy (PSP) to avoid any issues. For example, on VMware ESXi 6.5:

* To set the default PSP for all devices, run:

# esxcli storage nmp satp rule add --satp VMW_SATP_ALUA --vendor VSTORAGE \
--model VSTOR-DISK --psp VMW_PSP_RR -c tpgs_on

» To set the PSP for a specific device, run:

# esxcli storage core claimrule load
Now you can proceed to create datastores from Virtuozzo Hybrid Infrastructure volumes exported
via iSCSI. Log in to the VMware ESXi web panel and do the following:

1. In the Navigator, go to the Storage > Adapters tab and click Configure iSCSI.

Datastores Adapters Devices

B Configure i8C8| [ Rescan | € Refresh |

[ Q Search |
v Configure i5CSI for this host w7 | e v Sl | i ¥
8 wmhbal Sunrige Point-H AHCI Controller Unknown s _ahci
wmhbabd 208 Software Adapter Cnline imcsi_vmhk

2 items

2. Inthe Configure iSCSI window, click Add static target in the Static targets section, fill out
target IQNs, IP addresses, and ports. Click Save configuration.

Configure iSCS|

Static targets 8 Add static target Q
Target ~ Address = PFort -~
iqn.2013-10.comvstoragetest] 1094125197 3260
iqn.2013-10 comvstoragetest? 1094125205 3260 5
iqn.2012-10.com wstoragetestd 1094125207 az280

Sam%nhgurahnn Cancel
#

3. Proceed to the Devices tab and click Refresh. The newly added disk will appear in the list of
devices.



Datastores Adapters Devices

a New datastore B Increase capacity @ Fescan e Refresh Q Search
Mame &  Status w  Type w  Capacity v Queue... « Wendor -
2 VeTORAGE iBC3I Disk leui6164383083623733) @ MNormal Disk 10 GE 128 VETORAGE

1items 4

4. Select the disk and click New datastore. In the wizard that appears, enter a name for the
datastore and select partitioning options. Click Finish to actually partition the disk.

Warning!
Partitioning the disk will erase all data from it.

The ready-to-use disk will appear in the list of datastores. You can now view its contents it with the

datastore browser and provision it to VMs.

Datastores Adapters Devices
3 New datastare 57 RegisterawM (5] Datastore browser & Refresh
Q, Search
Mame % DriveTy +~ Capacity ~ Provisi =~  Fres w | Type w  Thinpr . ~ | Access  w
B datastore0d Mon-220 g9.75 GB 144 GB .24 GB VMFEE Supported  Single

1items
E

Note
If your ESXi host loses connectivity to VMFS3 or VMFS5 datastores, follow the instructions in KB

article #2113956.

Accessing iSCSI targets from Linux

Important
To mount an iSCSI device to a storage node from another Virtuozzo Hybrid Infrastructure cluster,

use the vinfra node iscsi target add/delete commands, as described in the Administrator Guide.

To connect a Linux-based iSCSl initiator to iSCSI targets of Virtuozzo Hybrid Infrastructure working in

the ALUA mode, do the following:

1. Make sure the required packages are installed.
* On RPM-based systems (CentOS and other), run:

# yum install iscsi-initiator-utils device-mapper-multipath

» On DEB-based systems (Debian and Ubuntu), run:

# apt-get install open-iscsi multipath-tools

2. Create and edit the configuration file /etc/multipath.conf as follows:


https://kb.vmware.com/s/article/2113956
https://kb.vmware.com/s/article/2113956
https://docs.virtuozzo.com/virtuozzo_hybrid_infrastructure_6_3_admins_guide/#connecting-remote-iscsi-devices.html%23Command-line interface

devices {
device {
vendor "VSTORAGE"
product "VSTOR-DISK"
features "2 pg_init_retries 50"
hardware_handler "1 alua"
path_grouping_policy group_by_node_name
path_selector "round-robin 0"
no_path_retry queue
user_friendly_names no
flush_on_last_del yes
failback followover
path_checker tur
detect_prio no
prio alua

3. Load the kernel module and launch the multipathing service.

# modprobe dm-multipath
# systemctl start multipathd; systemctl enable multipathd

4. If necessary, enable CHAP parameters node.session.auth.* and discovery.sendtargets.auth.* in

/etc/iscsi/iscsid. conf.

5. Launch the iSCSI services:

# systemctl start iscsi iscsid
# systemctl enable iscsi iscsid

6. Discover all targets by their IP addresses. For example:

# iscsiadm -m discovery -t st -p 10.94.91.49 10.94.91.49 3260,1 \
ign.2014-06.com.vstorage:target]
# iscsiadm -m discovery -t st -p 10.94.91.54 10.94.91.54:3260,1 \
ign.2014-06.com.vstorage:target2
# iscsiadm -m discovery -t st -p 10.94.91.55 10.94.91.55:3260,1 \
iqn.2014-06.com.vstorage:target3

7. Login to the discovered targets. For example:

# iscsiadm -m node -T iqgn.2014-06.com.vstorage:targetl -1
# iscsiadm -m node -T ign.2014-06.com.vstorage:target2 -1
# iscsiadm -m node -T ign.2014-06.com.vstorage:target3 -1

8. Find out the multipath device ID. For example:

# multipath -11
360000000000000000000b50326ea44e3 dm-10 VSTORAGE,VSTOR-DISK
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size=200G features='2 pg_init_retries 50' hwhandler='1 alua' wp=rw
|-+- policy='round-robin @' prio=50 status=active
| "- 6:0:0:1 sdf 8:80 active ready running
|-+- policy='round-robin @' prio=1 status=enabled
| "- 8:0:0:1 sdj 8:144 active ghost running
‘-+- policy='round-robin @' prio=1 status=enabled
"= 7:0:0:1 sdh 8:112 active ghost running
# fdisk -1 | grep 360000000000000000000b50326ea44e3
Disk /dev/mapper/360000000000000000000b50326ea44e3: 10.7 GB, \
10737418240 bytes, 20971520 sectors

You can also find out the multipath device ID by adding 360000000000000000000 to the last six
bytes of the volume ID. In the example above, 360000000000000000000b50326ea44e3 is the
multipath device ID mapped from the volume ID 61c9d567-4666-4c16-8030-b50326ea44e3.

Now you can create partitions on the iSCSI device (/dev/mapper/360000000000000000000b50326ea44e3
in this example), as well as format and mount it to your initiator node using standard Linux tools.

When you no longer need the external iSCSI device, you can remove it from the initiator node. Do
the following:

1. Make sure the iSCSI device is not in use.

2. Disable multipathing to the device. For example:

# multipath -f /dev/mapper/360000000000000000000b50326ea44e3

3. Log out of the iSCSI targets. For example:

# iscsiadm -m node -T ign.2014-06.com.vstorage:targetl -p 10.94.91.49:3260 -u
# iscsiadm -m node -T ign.2014-06.com.vstorage:target2 -p 10.94.91.54:3260 -u
# iscsiadm -m node -T ign.2014-06.com.vstorage:target3 -p 10.94.91.55:3260 -u

4. Delete the iSCSI targets. For example:

# iscsiadm -m node -o delete -T ign.2014-06.com.vstorage:targetl \
-p 10.94.91.49:3260
# iscsiadm -m node -o delete -T ign.2014-06.com.vstorage:target2 \
-p 10.94.91.54:3260
# iscsiadm -m node -o delete -T ign.2014-06.com.vstorage:target3 \
-p 10.94.91.55:3260

Accessing iSCSI targets from Microsoft Hyper-V

Before connecting an iSCSl initiator of Microsoft Hyper-V to iSCSI targets working in the ALUA mode,
you need to install and configure Multipath I/0 (MPIO). This feature can be used starting from
Windows Server 2008 R2. To connect the initiator, for example, on Microsoft Hyper-V Server 2016,
do the following:



1. Add the MPIO feature:
a. Open Server Manager, click Manage, and select Add Roles and Features.

i Server Manager

Tools

View  Help

Manage

Add Roles and Features
Remove Roles and Features

Add Servers

Create Server Group

& Dashboard WELCOME TO SERVER MANAGER

§ Local Server

Bi Al Servers Y .
_ ) Configure this local server Server Manager Properties
W§ File and Storage Services b -
QUICK START
2 oles and features
3 Add other servers to manage
WHAT'S NEW N -
4 Create a server grou
5 Connec 2r to cloud services
Hide
LEARN MORE
ROLES AND SERVER GROUPS
Roles: 1 | Servergroups: 1 | Servers totak: 1
=m File and Storage -
L ) 9 1 B Local Server 1
Services
(® Manageability (® Manageability
Events Events
Performance Services
BPA results Performance

BPA results

b. InInstallation Type, leave Role-based or feature-based installation.

F= Add Roles and Features Wizard - O *
o it P DESTINATION SEAVER
Se|8Lt Iﬂstal ation L‘J-. pe WIN-8AMOANSIRG3

Select the installation type. You can install roles and features on a running physical computer or virtual
machine, or on an offline virtual hard disk (VHD).

® Role-based or feature-based installation
Configure a single server by adding roles, role services, and features.

' Remote Desktop Services installation
Install required role services for Virtual Desktop Infrastructure (VDI) to create a virtual machine-based
or session-based desktop deployment.

c. InServer Selection, leave Select a server from the server pool.
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E= Add Roles and Features Wizard - o X

[DESTINATION SERVER

Select destination server WIN S2MOANSIRGS
Before You Bagin Select a server or a virtual hard disk on which to install roles and features.

Installation Type (®) Select a server from the server pool
O Select a virtual hard disk

Server Roles Server Pool
Features
Filter:
MName IP Address Operating System

1 Computer(s) found

This page shows servers that are running Windows Server 2012 or a newer release of Windows Server,
and that have been added by using the Add Servers command in Server Manager. Offline servers and
newly-added servers from which data collection is still incomplete are not shown.

< Previous | | Next> [ instal Cancel

d. In Features, select the Multipath 170 option and click Next to install this feature.

F= Add Roles and Features Wizard - [m] X
Select features A AANOANIRGS

Before You Bzgin Select one or more features to install on the selected server,

Installation Type Features Description
e [1 s Hostable Web Core ~ Multipath /0, along with the
server Roles [] Internet Printing Client Microsoft De-..nce Specific Module
[ IP Address Management (IPAM) Server (DSM) or & third-party DSM,
[] LPR Port Monitor provides support for using multiple
Confirmation O Management OData IS Extension da.ta paths to a storage device on
[[] Media Foundation Windows.

I [] Message Queuing
+ Micresoft Defender Antivirus (Installed)
[TallMultipath 1/O
I [J MultiPoint Connector
[] Network Load Balancing
[] Metwork Virtualization
[] Peer Name Resolution Protocol
[ Quality Windows Audio Video Experience
[ RaS Connection Manager Administration Kit (CM#&
[] Remote Assistance
[] Remote Differential Compression
I [[] Remote Server Administration Tools
[71 RPC over HTTP Proxy

<Previous | | Next> [ instal Cancel

e. Wait until the installation process is complete, and then close the window.
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F Add Roles and Features Wizard

Installation progress

View installation progress

o Feature installation
—
nstallation started on WIN-64MOANS5JRG3

Multipath I/O

- a x

DESTINATION SERVER
WIN-8AMOANSIRGS

You can close this wizard without interrupting running tasks. View task progress or open this
page again by clicking Notifications in the command bar, and then Task Details.

Export configuration settings

< Previous

2. Connect your iSCSI targets to the iSCSI initiator as follows:

Cance!

a. In Server Manager, click Tools, and select iSCSI Initiator to launch it.

i Server Manager

Manage  Tools

I8 Dashboard

i Local Server
Ii All Servers
BE File and Storage Services P

WELCOME TO SERVER MANAGER

Compenent Services

Computar Management

Defragment and Optimize Drives

Disk Cleanup
. Event Viewer
Configure this loca SEr|[ scsimiator
Local S Pl
QUICK START ocal Secunty Policy
B Micresaft Azure Services
2 Add roles and feat
MPIO
B Add other servers to mand ODBC Data Sources (32-bit)
ODEC Data Sources (64-bit)
i 4 Create a server grouy Performance Manitor
Recovery Drive
5 this server to clo| Registry Editor
Resource Manitor
LEARN MORE Services
System Configuration
ROLES AND SERVER GROUPS System Information
Roles:1 | Serv 1| Serverstotak: 1 Task Scheduler
Windews Defender Firawall with Advancad Security
i File and Storage q B LocalServer Windows Memory Diagnostic
Services Windows PowerShell
® Manageability (® Manageability Windaws PowerShell (x66)
Events Events Windows Server Backup
Performance Services
BPA results Performance
BPA results

b. Inthe iSCSI Initiator Properties window, open the Discovery tab and click Discover Portal.

17
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i5C5l Initiator Properties

Targets Discovery Favorite Targets  Volumes and Devices RADIUS — Configuration

Target portals
The system will look for Targets on following portals: Refresh
Address Port Adapter IF address
To add a target portal, dick Discover Portal. | DismveRPurml. . |
L

Toremove a target portal, select the address above and

then dick Remave.

Remove

c. Inthe Discover Target Portal window, enter the target IP address and click OK. Repeat this
step for each target from the target group.

Discowver Target Portal

x

Enter the IP address or DMS name and port number of the portal you

want to add.

To change the default settings of the discovery of the target portal, dick

the Advanced button.

IF address or DMS name:

Port: (Defaultis 3260.)

10,9422, 166|

| |315|:|

Advanced...

d. Onthe Targets tab, click Refresh to discover the added targets.
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15CS! Intiator Properties .4

Targets Discowery Faworite Targets Volumes and Devices RADIUS  Configuration
Quidk Connect

To discover and log on to & target using & basic connection, type the IP address or
DMS name of the target and then didk Quick Connect.

Target: | Quidk Connect...
Ciscovered targets
Rl:ltr‘csh |
Maime Status .l
Ign. 2014-06.com. vstorage:target 1 Inactive
ign. 2014-06.com, vstorage: target2 Inactive
ign. 20 14-06.com, vslorage:targetd Inackive

To connect using advanced eplions, select & target and then

dick Connect. Sonnedt
To completely dsconnect a target, select the target and Discormect
then didk Disconnect.

For target properties, nduding configuration of sessions, Freperties
salpct the target and dick Proper ties.
For configuration of devices assooated with a target, select Devies

the target and then dick Devices.

e. Click Connect for each target to connect it to the initiator. In the Connect To Target window,
select Enable multi-path and click OK.

Connect To Target >

Target name:

| ign. 2014-06.com, vstorage: target1

Add this connection to the list of Favorite Targets.

This will make the system automatically attempt to restore the
connection every time this computer restarts.

Enable multi-path

Advanced... IKI Cancel

3. Configure MPIO settings:
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a. InServer Manager, click Tools, and select MPIO.

i Server Manager

Dashboard Manage Tools View Help

Companet Services

Computar Management

[ WELCOME TO SERVER MANAGER Defragment and Optimize Drives

§ Local Server Disk Cleanup
H& Al Servers . - Event Viewer
. Configure this local ser|  isc ninater

WY File and Storage Services b
Local Security Policy

Microsoft Azure Services
MPIO

ODBC Data Sources (32-bit)
ODBC Data Sources (64-bit)

QUICK START

2 Add roles and features |

Add other servers to man)|

WHAT'S NEW 4 Performance Monitor
Recovery Drive
5 clo Registry Editor
Resource Monitor
LEARN MORE Services

System Configuration

ROLES AND SERVER GROUPS System Information

Roles: 1 | Servergroups:1 | Servers totak 1 Task Scheduler
- Windaws Defender Firswall with Advanced Security

jg fileand Storage 1 1 = Windows Memory Disgnostic

Services Windows PowerShell
@® Manageability (® Manageability Windows PowerShell (x56)

Events Events Windows Server Backup

Performance Services

EPA results Performance

BPA results

b. Inthe MPIO Properties window, go to the Discover Multi-Paths tab and select Add support
for iSCSI devices.

MPIO Devices  Descover Mult-Paths 05 Ingtall  Configuraiion Snapshait

SAC-1 complant
Device Hardware Id
VETORAGEWETOR OIS
MPIO operstion: Successtul x
[ add muppert for SCST devices
Dm mpport for SAS devioes o The operation completed suLoesully,

over ]

Deace Hardware 1d

A

c. Onthe MPIO Devices tab, check the displayed devices and click OK.

20 Copyright © 2016-2025 Virtuozzo International GmbH



MPIO Progeties x

MPI0 Deaces  Dmcover MuUS-Pathe  DSM Imstel  Configuration Snapshet

To add support for & new device, dick Add and enter the Vendor and
Precuct lds 8 a o¥ring of B characters followed by 16 characters, Multiple
Duesoes can be specified wing sem -oion & the delmiter,

T remie support for currently MPIOT devices, sslact the dewces and
ther cick Remave:

Deaices:

Device: Hardveare: 1d
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Now, you can now check the added devices and their status in Disk Management.

& Computer Management
File Action View Help

h e ARV ol 7 Mo (=

& Computer Management (Local | Volume I Laynutl Type I File Systeml Status T Clpl:lty] Free Space[ % Free I

v [f} System Tools - (C:) Simple Basic NTFS Healthy (Boot, Page File, Cr.. 63.39GB 5022GB T79%
(D) Task Scheduler == (Disk 0 partition 3) Simple Basic Healthy (Recovery Partition) 523 MB 523 MB 100 %
w Event Viewer w— New Volume (F) Simple Basic ReFS Healthy (Basic Data Partitio... W 99%
@ Shared Folders = New Volume (G:) Simple Basic RefS Healthy (Basic Data Partitio... 9%
& Local Users and Groups|| = MNew Volumne (H:) Simple Basic RefS Healthy (Basic Data Partitio... 9%
(8 Peformance == New Volume (1) Simple Basic RefS Healthy (Basic Data Partitio... 9%
A Device Manager - 555 X _EN-US_DVS (D:) Simple Basic UDF Healthy (Pnimary Partition) AG3GE OMB S 0%

v 2 Storage == System Reserved Simple Basic NTFS Healthy (System, Active, Pr.. 100MB 67 MB 67%

- == VZTOOLS-WIN (E:) Simple Basic FAT32 Healthy (Primary Partition) 63 MB 3TMB 59%

B Windows Server Backug
#% Disk Management
f‘, Services and Applications

= Disk 3

Basic New Volume (G:)

99.98 GB 99.98 GB ReFS

Online Healthy (Basic Data Partition)

= Disk 4 .|
Basic New Volume (H:)

99.98 GB 99.98 GB ReFS

Online Healthy (Basic Data Partition)

= Disk 5 |
Basic New Volume (1)

99.98 GB 99.98 GB RefS

Online Healthy (Basic Data Partition)

B Unallocated [l Primary partition

~
~

To improve the iSCSl initiator performance, configure Microsoft Windows registry keys as follows:

1. Open Registry Editor. In the Start menu, type regedit in the search box and press Enter.

2. Navigate to the following location: [\HKEY_LOCAL_
MACHINE\SYSTEM\CurrentControlSet\Control\Class\{4d36e97b-e325-11ce-bfc1-08002be10318}\0004

(Microsoft iSCSI Initiator)\Parameters].
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3. Update the following settings. Right-click on each setting and select Modify. Change Base to
Decimal, update the value, and select OK.

Parameter Value Description
MaxTransferLength 262144 Sets maximum data the initiator sends in an iSCSI PDU to
the target to 256 KB
MaxBurstLength 262144 Sets the maximum SCSI payload that the initiator
negotiates with the target to 256 KB
FirstBurstLength 262144 Sets maximum unsolicited data the initiator can send in an
iSCSI PDU to a target to 256 KB
MaxRecvDataSegmentLength 262144 Sets maximum data the initiator can receive in an iSCSI
PDU from the target to 256 KB
InitialR2T 0 Disables R2T flow control
ImmediateData 1 Enables immediate data
WMIRequestTimeout 30 Sets the timeout value for WMI requests to 30 seconds
seconds
LinkDownTime 30 Sets timeout value for link down time to 30 seconds
seconds
B Regectry Editor = a x

File Edt View Favorites Help

Computer\HKEY_LOCAL

2bel0318

0B002be 10315

] MatchingDeviceid

= ProviderName

HINE\SYSTEM\ CurrentCantrolSet\ Control Class\[4d36e57b-e325- 1 1ce-bic 1 - 08002 ke 1 031810004

Trpe Dats

REG_SZ value not set
REG_SZ &2
REG_BINARY 00
REG_SZ Mi
REG_SZ

cad e5 54601
15051 Initiater
1

#) EnumPropfagesdl REG_SZ AN iSCPropP ageProvider
=5 InfP ath REG_SZ mesind
=8 InfSecbon REG_SZ SesiPort_Install_Control

ROOTUSCSIPRT
Mhcrosoft




Accessing NFS shares

This section describes ways to mount Virtuozzo Hybrid Infrastructure NFS shares on Linux and

macOS.

Note
Virtuozzo Hybrid Infrastructure currently does not support the Windows built-in NFS client.

Mounting NFS exports on Linux

You can mount an NFS export created in Virtuozzo Hybrid Infrastructure like any other directory

exported via NFS. You will need the share IP address (or hostname) and the volume identifier.

In console, run the following commands:

# mkdir /mnt/nfs
# mount -t nfs -o vers=4.0 <share_IP>:/<share_name>/ /mnt/nfs

where:

e -0 vers=4.0is the NFS version to use.

Virtuozzo Hybrid Infrastructure supports NFS versions 4.0 and 4.1.

e <share_IP>is the share IP address. You can also use the share hostname.

e /<share_name>/ is the root export path, like share1. For user exports, specify their full path, for

example: /<share_name>/export1.

« /mnt/nfsis an existing local directory to mount the export to.

Mounting NFS exports on macOS

You can mount an NFS export created in Virtuozzo Hybrid Infrastructure like any other directory

exported via NFS. You will need the share IP address (or hostname) and the volume identifier.

You can use the command-line prompt or Finder:

* In console, run the following commands:

# mkdir /mnt/nfs
# mount -t nfs -o vers=4.0 <share_IP>:/<share_name>/ /mnt/nfs

where:

(e}

-0 vers=4.0 is the NFS version to use.

Virtuozzo Hybrid Infrastructure supports NFS versions 4.0 and 4.1.

<share_IP> is the share IP address. You can also use the share hostname.

/<share_name>/ is the root export path, like share1. For user exports, specify their full path, for
example: /<share_name>/export1.

/mnt/nfs is an existing local directory to mount the export to.



 In Finder, do the following:

1. Set the NFS version to 4.0. To do this, add the nfs.client.mount.options = vers=4.0 line to the
/etc/nfs. conf file.

2. Inthe Finder > Go > Connect to server window, specify nfs://192.168.0.51:/<share_name>/
where:
© 192.168.0.51 is the share IP address. You can also use the share hostname.
o /<share_name>/ is the root export path. For user exports, specify their full path, for example:

/<share_name>/export1.
3. Click Connect.
The Finder will mount the export to /Volumes/<share_name>/.
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